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SN	  2014J	  is	  a	  type-‐Ia	  
supernova	  in	  Messier	  82	  	  
(the	  'Cigar	  Galaxy',	  M82)	  
discovered	  in	  January	  2014	  



Concept	  of	  infinite	  dense	  maHer:	  
	  
System	  of	  an	  	  infinite	  number	  of	  interacKng	  parKcles	  
in	  an	  infinite	  volume	  with	  a	  finite	  raKo	  of	  a	  number	  
of	  parKcles	  per	  unit	  volume.	  
	  
No	  Coulomb	  force	  present	  –	  no	  surface	  effects	  –	  	  
-‐	  translaKonal	  invariance	  

PracKcal	  use:	  	  
interior	  of	  neutron	  stars,	  core-‐collapse	  supernovae,	  	  
	  possibly	  large	  heavy	  nuclei	  
	  
TesKng	  theories	  under	  	  simplified	  condiKons	  



Phases	  of	  dense	  maHer:	  
	  
Nuclear	  maHer:	  	  symmetric	  (equal	  number	  of	  protons	  and	  neutrons)	  
	  
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  benchmark	  	  “magic”	  numbers	  for	  construcKon	  of	  
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  empirical	  models	  of	  high	  density	  maHer	  	  

!0,   E/A !0( ), S(!0 ),  K!

SaturaKon	  density	  0.16	  fm-‐3	  

SaturaKon	  energy	  	  16	  MeV	  
Symmetry	  energy	  	  	  ~	  30	  MeV	  
Incompressibility:	  	  	  tradiKonal	  	  	  	  240+/-‐30	  	  MeV	  	  	  
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  NEW	  VALUE	  	  250	  –	  315	  MeV	  
Asymmetric	  (unequal	  number	  of	  protons	  and	  neutrons)	  
Pure	  neutron	  maHer	  



More	  generally:	  	  
	  
Hadronic	  (objects	  made	  of	  quarks)	  maHer:	  	  	  
	  
Baryons:	  	  nucleons,	  hyperons	  
Mesons:	  	  pion	  and	  kaon	  condensates	  
	  
Quark	  maHer:	  u-‐d-‐s	  maHer	  and	  (color)	  
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  superconducKng	  phases	  



Structure of high density matter: �
Starting: Collins and Perry, PRL 34, 1353 (1975) �



           Still open questions in 2014: �
�
At what density baryons and mesons will start to 
loose their identity as bound 3(2)-quark objects?�
�
How would this density compare to the threshold 
density for creating of hyperons, pions and kaons?�
�
How to incorporate these effects into models?�
�
How can these effects be unambiguously identified 
in observations? 	  



www.gsi.de 

QCD phase diagram�

MSU	  
RIKEN	  

Core	  collapse	  supernovae	  



Ludwig	  Boltzmann	  
   	  1844	  -‐	  1906	  

The	  EquaKon	  of	  State	  (EoS):	  

Average pressure :

p = 1
3
N
V
mv2

!

     N # of molecules of mass m in volume V

Average molecular kinetic energy :
1
2
mv2 = 3

2
kT    k Boltzmann constant, T temperature

                                            Equation of State

                                             p = NkT
V

= !(",T ) 

              ! total energy density of gas with number density "   =  N
V

Ideal	  gas: �



Nuclear	  maHer:	  

P = !(",T )      !(",T ) = E
A

",T( )"#
$%

&
'(f

)
f

   µB  = (P + ! ) / "               

	  Two	  key	  points:	  
	  
I.	  	  	  The	  EoS	  is	  dependent	  on	  composiKon	  
	  	  	  	  	  CONSTITUENTS	  +	  INTERACTIONS	  	  
	  
II	  	  	  E/A	  and	  ITS	  DENSITY	  DEPENDENCE	  	  	  
	  	  	  	  	  must	  be	  determined	  by	  nuclear	  and/or	  parKcle	  models.	  	  



	  Two key points: �
�
 The EoS is dependent on composition  �
 CONSTITUENTS + INTERACTIONS �
�
εf and ITS DENSITY AND TEMPERATURE         �
          DEPENDENCE �
  �
 must be determined by nuclear �
 and/or particle models.	  	  



Hadronic matter: �
�
Many variants of microscopic�
and phenomenological models�
at a different level of complexity: �
�
Mean-field (non)relativistic models�
�
“Ab initio” models�
with 2- and 3-body forces�
�
Quark-Meson-Coupling model�
�
	  
	  



Quark matter: �
�
MIT bag �
Nambu-Jona-Lasinio (NJL) �
Polyakov – NJL (PNJL) �
Polyakov-Quark Meson (PQM) �
Chromo-dielectric (CDM), �
Dyson-Schwinger (DS) �

Forces (interactions) between the constituents are 
not known.  Each model HAS FREE PARAMETERS  
which has to fitted to data. �



Coulomb force: 

2 electrical charges: 



Many electrical charges:   
 

principle of superposition 
 

Force acting on a charge q at position r  
due to N discrete charges: 

 
 
 
 F(r) = q

4!"0

qi (r # ri )
| r # ri |

3
i=1

N

$



Nuclear force 

2 nucleons: 
nucleon-nucleon scattering 

tractable with many parameters 
no unique model 



Many nucleons: 
force depends on medium (density) and momentum –  
strong, weak and elmg interactions play role 
             – intractable? 
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FIG. 3: (Color online) Density dependence of pressure in PNM as predicted in BHF, QuMoCa and

CEFT without (with) three-body forces left (right) panel. The QMC model prediction is shown in

the right panel. For more details see text and [40].
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Pressure	  in	  pure	  neutron	  maHer	  	  
at	  sub-‐saturaKon	  density	  

BRIEF REPORTS PHYSICAL REVIEW C 74, 047304 (2006)

and single-particle energies in the Bethe-Goldstone equation
has been shown to introduce errors well below 1 MeV for the
binding energy at saturation [19].

Concerning the inclusion of three-body forces in the BHF
approach, we use the formalism developed in Refs. [5–7],
namely a microscopic model based on meson exchange with
intermediate excitation of nucleon resonances (Delta, Roper,
and nucleon-antinucleon). The meson parameters in this
model are constrained to be compatible with the two-nucleon
potential, where possible.

For the use in BHF calculations, this TBF is reduced to
an effective, density-dependent, two-body force by averaging
over the third nucleon in the medium, the average being
weighted by the BHF defect function g, which takes account
of the nucleon-nucleon in-medium correlations [6,8,20]:

Vij (r) = ρ

∫
d3rk

∑

σk ,τk

[1 − g(rik)]2[1 − g(rjk)]2Vijk. (5)

The resulting effective two-nucleon potential has the operator
structure

Vij (r) = (τ i ·τ j )(σ i ·σ j )V τσ
C (r) + (σ i ·σ j )V σ

C (r) + VC(r)

+ Sij (r̂)
[
(τ i ·τ j )V τ

T (r) + VT (r)
]

(6)

and the components V τσ
C , V σ

C , VC, V τ
T , VT are density depen-

dent. They are added to the bare potential in the Bethe-
Goldstone equation (1) and are recalculated together with
the defect function in every iteration step until convergence
is reached. This approach has so far been followed with the
Paris [6], the V14, and the V18 [7] potentials and the results
will be shown in the following presentation of our results. For
complete details, the reader is refered to Refs. [5–7].

We begin in Fig. 1 with the saturation curves obtained with
our set of NN potentials. On the standard BHF level (black
curves) one obtains in general too strong binding, varying
between the results with the Paris, V18, and Bonn C potentials
(less binding), and those with the Bonn A, N3LO, and IS
(very strong binding). Including TBF (with the Paris, V14,
and V18 potentials; red curves) adds considerable repulsion
and yields results slightly less repulsive than the DBHF ones
with the Bonn potentials [16] (green curves). This is not
surprising, because it is well known that the major effect of the
DBHF approach amounts to including the TBF corresponding
to nucleon-antinucleon excitation by 2σ exchange within the
BHF calculation [6,7]. This is illustrated for the case of the V18
potential (open stars) by the dashed (red) curve in the
figure, which includes only the 2σ -exchange “Z-diagram”
TBF contribution. The remaining TBF components are overall
attractive and produce the final solid (red) curve in the
figure.

Figure 2 shows the saturation points of symmetric matter
extracted from the previous results. Indeed there is a strong
linear correlation between saturation density and energy,
confirming the concept of the Coester line. One can roughly
identify three groups of results: The DBHF results with the
Bonn potentials as well as the BHF+TBF results with the Paris,
V14, and V18 potentials lie in close vicinity of the empirical
value. The BHF results with Paris, V14, V18, and Bonn C form
a group with about 1–2 MeV too-large binding and saturation

FIG. 1. (Color online) Energy per nucleon of symmetric nuclear
matter obtained with different potentials and theoretical approaches.
For details see text.

at about 0.27 fm−3. The remaining potentials, in particular the
most recent CD-Bonn, N3LO, and IS, yield strong overbinding
at larger density, more than twice saturation density in the
latter cases. From a practical point of view, it would therefore
appear convenient to use the potentials of the former group
for approximate many-body calculations, because the required
corrections are smaller, at least for Brueckner-type approaches.

Historically, there is the observation that the position of
a saturation point on the Coester line seems to be strongly

FIG. 2. (Color online) Saturation points obtained with different
potentials and theoretical approaches. The (online blue) square
indicates the empirical region.

047304-2

Binding	  energy	  per	  parKcle	  
In	  symmetric	  nuclear	  maHer	  

Li	  et	  al.,	  PRC74,	  047304	  (2006)	  WhiHenbury	  et	  al,	  2013	  



Logoteta et al., PRD85, 023003 (2012)     Kurkela et al., PRD81, 105021(2010) �
Chen et al., PRD86, 045006 (2012)          Weissenborn et sl., 2011 �
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Examples of EoS of ud(s) matter in different models�



              Empirical approach: �
Combination of models and observation data�
Assumptions:  There is only one EoS of high density matter�
�
�

Steiner et al., ApJ  Letters 765, L5 (2013) �



Questions: �
�

Physical content?�
�

Predictive power?�

How sensitive is observation to microphysics?�



Do we have enough data to constrain �
our theories? �

Astronomical Observation: �
�
Neutron stars�
Proto-neutron stars�
Supernovae�

Terrestrial Experiments: �
�
Heavy Ion Collisions 
Hypernuclei�
	  



 Lattice QCD Thermodynamics: �
�

Calculation currently available only for 
zero baryo-chemical potential. �
Extrapolation to finite potential is  
provided by models -  convergence 
problem. �
�
The (T,μ) coordinates of the critical point 
is particularly interesting! �
�
W. Weise / Progress in Particle and Nuclear 
Physics 67, 299–311 (2012) �



Neutron Stars�



F. Weber Prog.Part.Nucl.Phys. 54, 193 (2005) �

Extreme conditions in neutron stars allow wide speculations�
about their internal structure: WHICH ARE REALLY THERE? �

	  	  





	  	  	  Basic model of (non-rotating) neutron star properties: �
	  
Tolman-Oppenheimer-Volkoff (TOV) equations for hydrostatic 
equilibrium of a spherical object with isotropic mass 
distribution in general relativity: �
�

dP
dr

= !GM (r)!
r2

(1+ P / !c2 )(1+ 4"r3P /M (r)c2 )
1! 2GM (r) / rc2

M (r) = 4"r '2
0

r

" !(r ' )dr '

Input: The Equation of State  �
        P(ε) – pressure  as a function of energy density�
Output:  Mass as a function of Radius  M(R) �



Is radius at maximum mass and 1.4 M⊙ a�
 UNIQUE fingerprint of composition?�

J. Rikovska Stone et al. / Nuclear Physics A 792 (2007) 341–369 361

Fig. 7. The gravitational masses of non-rotating neutron-star models (measured in solar masses) plotted against radius
(in kilometers), calculated for selected QMC EoS—see the text for more explanation.

Fig. 8. Relation between the gravitational mass, Mg, for various neutron-star models (including the QMC EoS) and the
corresponding baryonic mass, M0. The boxes represent constraints derived by Podsiadlowski et al. [7] (full line box) and
more recently by Kitaura et al. [53] (dashed line box), based on the properties of system J0737-3039, as discussed in the
text.



I.   Precise determination of a neutron star 
mass is not sufficient to compare models 
with observation. �

	  
II.	  	  Strong dependence on the equation EoS �
�
III.   Do all observed NS have the same EoS         �
    and their M and R lie on the same M(R)   �
     curve?�



PSR B1913+16  NS binary (Hulse-Taylor)  �
M = 1.4414±0.0002 M⊙:  (Hulse and Taylor, ApJ 195, 1975) �
P = 59 ms �

PSR J1903+0327  NS  on an eccentric orbit around MS  star�
M=1.667±0.021 M⊙: ( Freire, P. C. C. et al., MNRAS, 412, 2763 (2011))�
P = 2.5 ms �

PSR J0737-3039 the first double pulsar (A,B) �
M = 1.249+/-0.001 M⊙  (Lyne et al., Science 303, 1153 (2004)) �
P = 2.77s (B) �
	  

PSR J1614-2230  NS+WD �
Mg = 1.97+/-0.04 M⊙   (Demorest at al., Nature 467, 1081 (2010)) �
P = 3.15 ms �

A	  selecKon	  of	  five	  most	  accurately	  measured	  neutron	  star	  masses:	  

PSR J0348+0432 NS+WD�
Mg = 2.03+/-0.03 M⊙ (Antoniades et al., Science 340, 448 (2013)      
P =  39 ms �
	  	  

! �
! �
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Figure 3. Predicted M–R relations for different EOS models and data inter-
pretations. Proceeding from back to front, the red contours and probability
distributions are for strange quark stars (EOS model E with no modifications
to the data). Next are green contours which correspond to the baseline model
(EOS model A with no modifications to the data set). The blue contours give
the results corresponding to model A with modification VIII (larger values of
fC), and the magenta results are those assuming a larger maximum mass to
accommodate a mass of 2.4 solar masses for B1957+20. Finally, the black lines
are the 10 Skyrme models from Stone et al. (2003) which are inconsistent with
the data because they imply that the radius of a 1.4 solar mass neutron star is
larger than 13 km.
(A color version of this figure is available in the online journal.)

no strong preference for either strange quark or hadronic stars;
however, model E predicts radii significantly less than 10 km
for low masses (!1.2 M!).

Our neglect of rotation is unlikely to affect our conclusions.
Rotation increases the radius at the equator and decreases
the radius at the poles, and this could be relevant for the
interpretation of some PRE X-ray bursts: the rotation rate of
4U 1608−522 is 619 Hz. However, for EOSs that are likely
to reproduce the observational data, this rotation rate increases
the radius by less than 10% (Weber 1999). This introduces
an uncertainty smaller than that due to variations in fC, which
we have already taken into account. The rotation rates for the
qLMXBs in our sample are unknown. Assuming that they are
similar to other qLMXBs, however, means that the effect of
rotation is smaller than that of their distance uncertainties.

The relationship between pressure and energy density
(Figure 2) that we determine from our baseline analysis from ob-
servations is consistent with effective field theory (Hebeler et al.
2010) and quantum Monte Carlo (Gandolfi et al. 2012; Steiner
& Gandolfi 2012) calculations of low-density neutron matter.
Note that these neutron matter results are incompatible with
the Suleimanov et al. (2010) interpretation of 4U 1724−307
(Suleimanov et al. 2011) which suggested exclusion of short
PRE bursts and qLMXBs M13 and ω Cen, also pointed out
by Hebeler et al. (2010). Our results are also consistent with
the high-density constraints on neutron matter from heavy-ion
collisions (Danielewicz et al. 2002). In order to infer the con-
straints on neutron star matter from the neutron matter con-
straints in Danielewicz et al. (2002), we performed a small phe-
nomenological correction for the small proton content using the
method in Steiner & Gandolfi (2012). Also, we should note that
the neutron matter constraints in Danielewicz et al. (2002) are
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Figure 4. Limits on the density derivative of the symmetry energy, L. The single-
hatched (red) regions show the 95% confidence limits and the double-hatched
(green) regions show the 68% confidence limits.
(A color version of this figure is available in the online journal.)

not model-independent, and depend on assumptions about the
high-density behavior of the nuclear symmetry energy.

Our results imply that over one-third of the modern Skyrme
models studied in Stone et al. (2003) are inconsistent with obser-
vations. Covariant field-theoretical models that have symmetry
energies that increase nearly linearly with density, such as the
model NL3 (Lalazissis et al. 1997), are also inconsistent with
our results, although they may still adequately describe isospin-
symmetric matter in nuclei.

Our models do not place effective constraints on the symmetry
parameter Sv , but do place significant constraints on the symme-
try energy parameter L; these are summarized in Figure 4. The
probability distribution for each model is renormalized to fix the
maximum probability at unity and is then shifted upward by an
arbitrary amount. The range that encloses all of the models and
modifications to the data is 43.3–66.5 MeV to 68% confidence
and 41.1–83.4 MeV to 95% confidence. The allowed values of
L are substantially larger for model C because this parameter-
ization more effectively decouples the low- and high-density
behaviors of the EOS.

Our preferred range for L is similar to that obtained from
other experimental and observational studies (Tamii et al. 2011;
Tsang et al. 2012; Steiner & Gandolfi 2012; Lattimer & Lim
2012) and experimental studies (e.g., Tsang et al. 2012; Tamii
et al. 2011). Our results suggest that the neutron skin thickness
of 208Pb (Typel & Brown 2000; Steiner et al. 2005) is less
than about 0.20 fm. This result is independent of the EOS
models (which include possible phase transitions) and data
modifications described above. It is compatible with experiment
(Horowitz et al. 2001) and also with measurements of the dipole
polarizability of 208Pb (Reinhard & Nazarewicz 2010).

While we have endeavored to take into account some sys-
tematic uncertainties in our analysis, we cannot rule out correc-
tions due to the small number of sources and to possible drastic
modifications of the current understanding of low-mass X-ray
binaries. Nevertheless, it is encouraging that these astrophysical
considerations agree not only with nuclear physics experiments
but also with theoretical studies of neutron matter at low densi-
ties and heavy-ion experiments at higher densities.

4

	  Steiner, Lattimer and Brown: 
	  1.4	  	  M⊙  10.4 – 12.9 km 90% conf	  

Low-mass X-ray binaries inside globular clusters 
(bursting and transiently accreting)   

The Radius of Neutron Stars 29

Fig. 17.— This figure shows the constraint on the dEoS imposed by the radius measurement obtained in this work: RNS = 9.1+1.3
−1.5 km

(90%-confidence). The dark and light shaded areas show the 90%-confidence and 99%-confidence constraints of the RNS measurement,
respectively. The mass measurement of PSR J1614-2230 is shown as the horizontal band (Demorest et al. 2010). “Normal matter” EoSs
are the colored solid lines. Other types of EoSs, such as the hybrid or quark-matter EoSs are included for comparison, with dashed lines.
As mentioned in Section 5, the present analysis only places constraints on the “normal matter” EoSs since they are the only family of EoSs
included in our assumptions. Among them, only the very soft dEoSs (such as WFF1, Wiringa et al. 1988) are consistent with the radius
obtained here. The EoS are obtained from Lattimer & Prakash (2001, 2007).

was analyzed to produce small values of RNS and MNS
with no plausible dEoS consistent with these values:
RNS ∼ 6 km and MNS ∼ 0.9M! for d = 61 pc
(Pons et al. 2002). A recent distance estimation to the
source d = 123+11

−15 pc (Walter et al. 2010) led to revised
values: RNS = 11.5±1.2 km and MNS = 1.7±1.3M!
(Steiner et al. 2012). While this result is consistent with
the RNS measurement obtained in this paper and with
the other works reporting low-RNS values, it has to
be taken with care since the high-magnetic field of the
source is not accounted for in the spectral model used by
the original analysis.
Recently, it was shown that the dEoS can be empir-

ically determined from MNS–RNS measurements of NS,
using the thermal spectra of qLMXBs and the photo-
spheric radius expansion of X-ray bursts (Steiner et al.
2010). This method uses MCMC simulation and
Bayesian priors to determine the most probable dEoS
parameters, and equivalently, the corresponding most
probable MNS(RNS) for NS. In a recent paper, this
method was used with four X-ray bursting sources and
four GC qLMXBs. Considering all scenarios, the 2σ
lower and upper limits for RNS are 9.17 km and 13.92 km
(Steiner et al. 2012). The RNS distribution of the present
paper RNS = 9.1+1.3

−1.5 km (90%-confidence, from Run
#7) is consistent with several of the model variations of
Steiner et al. (2012), namely variation C (dEoS param-
eterized with uniform prior in the pressure at four en-
ergy density values), variation CII (same as previous, but
with low value of the color correction, 1 < fC < 1.35),
variation AII/AIII (dEoS parameterized as two piece-
wise continuous power-laws, with 1 < fC < 1.35), see
Steiner et al. (2012) for details about the variations of
the model. Variation E (dEoS for quark stars) is incom-

patible with our original assumption that RNS is quasi-
constant for a large range of MNS above 0.5M!.
Theoretical EoSs have been proposed for more than

two decades. A non-exhaustive list can be found in the
literature (Lattimer & Prakash 2001, 2007). When com-
paring the resulting RNS distribution to proposed theo-
retical “normal matter” dEoSs, one can note that most
of those are not consistent with the low-RNS result pre-
sented in this work. Indeed, most of the dEoSs describing
“normal matter” correspond to radii larger than 11.5 km
(see Figure 17). A spread in RNS ia observed in these dE-
oSs at large masses, in the part of the MNS–RNS diagram
where the compact object approaches collapse. However,
this breadth of the RNS variation for a given dEoS is well
within the uncertainties obtained in this work. Overall,
the radius measurementRNS = 9.1+1.3

−1.5 km constrains the
dEoS to those consistent with low-RNS, such as WFF1
(Wiringa et al. 1988). Note that this analysis cannot ad-
dress the veracity of more exotic types of EoSs (hybrid
and SQM) or any dEoS which does not predict a quasi-
constant RNS within the observable mass range.
It is known that RNS is related to fundamental nu-

clear physics parameters, such as the symmetry en-
ergy (Horowitz & Piekarewicz 2001b,a). We expect the
present constraints on RNS can be used to constrain this,
and other properties of dense nuclear matter. We leave
this for future work.
It has been pointed out (Lattimer & Prakash 2010)

that an argument regarding a maximally compact neu-
tron star (Koranda et al. 1997) results in a relationship
between the maximal neutron star radius (Rmax) and the
maximal neutron star mass (Mmax) for a given equation
of state:

Rmax

Mmax
= 2.824

G

c2
(4)

Sebastien Guillot et aL:arXiv:1302.0023  
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ABSTRACT

This paper presents the measurement of the neutron star (NS) radius using the thermal spectra
from quiescent low-mass X-ray binaries (qLMXBs) inside globular clusters (GCs). Recent observations
of NSs have presented evidence that cold ultra dense matter – present in the core of NSs – is best
described by “normal matter” equations of state (EoSs). Such EoSs predict that the radii of NSs,
RNS, are quasi-constant (within measurement errors, of ∼ 10%) for astrophysically relevant masses
(MNS > 0.5M!). The present work adopts this theoretical prediction as an assumption, and uses it
to constrain a single RNS value from five qLMXB targets with available high signal-to-noise X-ray
spectroscopic data. Employing a Markov-Chain Monte-Carlo approach, we produce the marginalized
posterior distribution for RNS, constrained to be the same value for all five NSs in the sample. An
effort was made to include all quantifiable sources of uncertainty into the uncertainty of the quoted
radius measurement. These include the uncertainties in the distances to the GCs, the uncertainties
due to the Galactic absorption in the direction of the GCs, and the possibility of a hard power-law
spectral component for count excesses at high photon energy, which are observed in some qLMXBs
in the Galactic plane. Using conservative assumptions, we found that the radius, common to the
five qLMXBs and constant for a wide range of masses, lies in the low range of possible NS radii,
RNS = 9.1+1.3

−1.5 km (90%-confidence). Such a value is consistent with low-RNS equations of state. We
compare this result with previous radius measurements of NSs from various analyses of different types
of systems. In addition, we compare the spectral analyses of individual qLMXBs to previous works.
Subject headings: stars: neutron — X-rays: binaries — globular clusters: individual (ωCen, M13,

M28, NGC 6397, NGC 6304)

1. INTRODUCTION

The relation between pressure and energy den-
sity in matter at and above the nuclear saturation
density ρc = 2.8×1014 g cm−3 is largely unknown
(Lattimer & Prakash 2001, 2007). This is mostly due
to uncertainties of many-body interactions as well as
the unknown nature of strong interactions and symme-
try energy. Inside neutron stars (NSs), the equation of
state of dense matter (P (ε), written dEoS, hereafter)
can be mapped into a mass-radius relation MNS(RNS)
by solving the Tolman-Oppenheimer-Volkoff equation
(Oppenheimer & Volkoff 1939; Misner et al. 1973). His-
torically, well before any observational constraints could

Electronic address: guillots@physics.mcgill.ca
Electronic address: rutledge@physics.mcgill.ca

be placed on the dEoS, nuclear theory attempted to de-
termine the P (ε) relation that would govern the behav-
ior of cold ultra-dense matter. Since the cores of NSs are
composed of such matter, its behavior is of astrophysical
interest; likewise, the behavior of NSs due to the compo-
sition of its core is of nuclear physics interest.
Three main families of dEoSs have been discussed

in the last 10–20 years. The first one regroups “nor-
mal” dense matter EoSs. At densities at ρc, nuclei dis-
solve and merge, leaving undifferentiated nuclear mat-
ter in β-equilibrium. In this type of matter, the pres-
sure is neutron-dominated via the strong force, with a
small proton fraction. In other words, NSs are pres-
sure supported against gravity by neutron degeneracy.
The “normal” dEoSs are calculated with a relativis-
tic treatment of nucleon-nucleon interactions, leading
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constrained above εf (i.e., p ≤ pf + ε − εf ) (Rhoades and
Ruffini 1974; Hartle and Sabbadini 1977),

Mmax # 4.2(εs/εf )1/2 M$, (1)

where εs = 2.7 × 1014 g cm−3 is the nuclear saturation en-
ergy density. For a given mass, causality also constrains
the smallest radius (Lindblom 1984; Glendenning 1992;
Koranda et al. 1997)

Rmin # 2.9GM/c2 = 4.3(M/M$) km, (2)

the largest central density (Lattimer and Prakash 2005)

ρc < 1.4 × 1016(M$/M)2g cm−3, (3)

and the highest spin frequency (Lattimer and Prakash 2004;
Haensel et al. 2009)

fmax # 1.08(Msph/M$)1/2(10 km/Rsph)
3/2 kHz. (4)

Note that (3) and (4) are independent of εf and that (3) may
be applied to the largest well-measured mass in order to set
an absolute upper limit to the density possible in any cold,
static structure irrespective of its mass.

The most rapidly rotating millisecond pulsar is the object
PSR J1748-2446ad, with a frequency of 716 Hz, discovered
by Hessels et al. (2006). This object spins rapidly enough
to effectively constrain neutron star radii, especially if the
star’s mass (which is unknown) is in the typical pulsar range
1.2–1.4 M$, as shown in Fig. 1. A recent claim (Kaaret et
al. 2007) of an even higher spin frequency, 1122 Hz, from
six type I X-ray bursts from the neutron star X-ray transient
XTE J1739-285 has not been reproduced, however.

3 Neutron star masses

Our knowledge of neutron star masses is summarized in
Fig. 2. The uppermost of the four regions contains mass es-
timates from X-ray binary sources, which are characterized
by relatively large systematic errors. As Fig. 2 shows, the
weighted mean of all X-ray binary masses is about 1.38 M$,
although a few sources, especially Vela X-1 (Barziv et al.
2001; Quaintrell et al. 2003), imply relatively large masses.

The lower three regions are mass measurements from
binary radio pulsars, which are characterized by less sys-
tematic uncertainties and hence higher potential accuracies.
However, note that two “high-mass” pulsars, in the globular
clusters M 5 (B1516 + 02B) and NGC 6440 (J1748-2021B)
do not have measured inclinations (Freire et al. 2008); the er-
ror bars are based on the assumed random nature of the incli-
nation angle and although small should be treated with cau-
tion. However, the inclinations for the system J1614-2230
has been recently measured (Demorest et al. 2010) and the

Fig. 1 Mass-radius diagram with regions excluded by general rela-
tivity and causality in upper left corner. Baryonic (solid black) and
strange quark (solid green) M–R curves, as labelled in Lattimer
and Prakash (2001), are displayed. Lighter curves (solid orange) are
R∞ = R/

√
1 − 2GM/Rc2 contours. The 716 Hz pulsar (Hessels et al.

2006) rotational limit, from (4), is indicated by the green region. Valid
equations of state should enter the region to the left of the limit. The
red dashed line illustrates a corresponding limit if claimed (Kaaret et
al. 2007) 1122 Hz oscillations from XTE J1739-285 are due to its spin
frequency

mass, 1.97 ± 0.04 M$, now serves as the minimum max-
imum neutron star mass. This limit places interesting con-
straints on the softness of super-nuclear matter.

4 Thermal emission

Following their birth, neutron stars continue to cool via both
neutrino and photon radiation. After an age of 50 or so
s, the star becomes transparent to neutrinos and they es-
cape without scattering within the star. The core, which is
nearly isothermal, cools more quickly than the crust and
reaches a lower temperature. The crust cools both by surface
emission and heat conduction into the core, but becomes
isothermal with the core only after tens of years (Lattimer
et al. 1994). Dimensionally, the crust cooling time scales as
#2CV (1 − 2GM/Rc2)−3/2/ε̇, where # is the crust thick-
ness, CV is the crustal specific heat and ε̇ is the neutrino
emissivity of core material. The cooling time is possibly ob-
servable either following neutron star birth from a supernova
remnant, or following crustal heat during accretion episodes
as X-ray transients. The crust thickness is a function of the
star’s mass, radius and core-crust transition density (Lat-
timer and Prakash 2007).

During the period 100 to 1 million years after birth, neu-
trino emission from the neutron star dominates surface pho-
ton fluxes but will be too small to observe. The star will be
visible as an X-ray (and, if the star is near enough, as an
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Even very precise information on mass and radius on the same object �
Will not fully solve the uncertainty in the EoS of neutron star matter�



Proto-neutron stars �
and their evolution�



What energy density is available during the formation�
 of the PNS? (essential time up to 60 sec after bounce)	  

Core-collapse supernovae

Gravitational core-collapse of a star
with M > 8M⊙

Inner core rebounds at nb ∼ n0
⇒ shock wave formation

Shock wave crosses neutrinospheres
⇒ burst of neutrinos

Hot and dense proto neutron star is
left after explosion

Problem: Shock looses too much
energy and stalls as standing
accretion shock (SAS) at r ∼ 100km

Figures: top: A. Burrows, Nature 403; bottom: T. Fischer,
talk at CSQCD II, May 2009
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statistically insignificant (e.g., !T4 = +6 ± 22, for different
NH and emission areas). An apparent ∼4% flux decrease can
be formally attributed to the decrease of the emitting area or of
the temperature for varying or tied emission areas, respectively.
However, the significance of the model flux decrease is below
the 3σ level.

The temperature and the (small) emission area are strongly
correlated, but the fits to the 2006 data and the 2012 data overlap
within their 68% confidence contours (Figure 15). Thus, the
bolometric luminosities of the hydrogen atmosphere models are
consistent within their errors as well (see Table 2).

In the case of the carbon atmosphere fits (Section 3.1.1 and
Table 1), the obtained best-fit temperature in 2012 is lower than
the one in 2006 if the normalizations are fixed or tied, but it is
higher if both normalizations are free fit parameters. Since the
statistical significance of the temperature drop over the time span
of 5.5 yr does not exceed 3σ (1σ in the case of varying NH, which
we consider more realistic), we can only estimate an upper limit
on the drop. As a conservative estimate, we define the upper
limit as the sum of the best-fit drop and its 90% uncertainty.
Such upper limits are in the range of −!T4 < 3.1 (the same
NH in both epochs, tied N ) and −!T4 < 2.7 (different NH, the
same fixed N in both epochs), for the default contamination.
The upper limit slightly increases if we include the additional
uncertainty of the contamination thickness (−!T4 < 3.2 for
contamination changes at the 10% level).

The question arises whether we can completely exclude—for
our time baseline and data—a temperature drop on the order
of what has been found by HH10 and E+13. HH10 reported an
overall surface temperature decrease of 3.6%±0.6% over a time
span of 9.8 yr. Using an enlarged data set and a CTI correction
in the Graded mode, E+13 found 3.5% ± 0.4% (from 2000 to
2010) and estimated an additional systematic uncertainty due to
the choice of their background as (+1.6%, −0.3%).

To obtain an average yearly temperature change rate from
the piled data points and the respective errors presented by
HH10, we performed a standard least-squares fit to a straight
line (e.g., Bevington & Robinson 2003), Teff = T0 + Ṫ (t − t0),
where t is the time and t0 the reference time. We chose the
average value of their covered time span as the zero-point
of the independent variable, t0 = 2004.816. We derived a
slope Ṫ = −7700 ± 1900 K yr−1 and an intercept T0 =
(207.9 ± 0.7) × 104 K (all errors indicate 90% confidence
levels, χ2

ν = 0.56 for ν = 3 dof), shown in yellow in
Figure 17. We followed the same approach for the data points
presented by E+13 and obtained Ṫ = −7700±1300 K yr−1 and
T0 = (210.1±0.6)×104 K (χ2

ν = 0.41 for ν = 5 dof), indicated
by blue stripes in Figure 17. For illustration, assuming constant
(time-independent) systematic shifts between the fit results of
the Graded mode data by HH10 and E+13 with respect to our
results, we shifted the straight-line fits by constant values in
such a way that the fit predictions at the time of our first epoch
are going through the value of our fit result.

Obviously, there are several systematic errors involved in
this simple comparison. The employed systematic shifts for
our linear-regression fits could be larger or smaller. In fact,
the systematic shift can be different for each observation, due
to the different locations of the target on the detector with
account for the spatial dependencies of the pile-up and ACIS
contamination. Taking these uncertainties into account, one can
expect larger error bars for any “shifted” data points, hence
the total uncertainty of any fit to these data will be larger. The
different contributions to the systematic errors from the poorly

Figure 17. Temperature change over time. The black crosses and blue asterisks
mark the temperatures and their 1σ errors as reported by HH10 (their
Table 1 and Figure 2) and E+13 (their Table 2), respectively. Their fit results were
derived from piled data telemetered in Graded mode, using carbon atmosphere
models (MNS = 1.648 M% and RNS = 10.3 km (HH10); MNS = 1.62 M%
and RNS = 10.19 km; E+13) with the same fixed NH for all observations. The
black dashed line and the yellow area indicate the results of a linear regression
fit and its 1σ error to the HH10 data points if we choose the average of their
observing epochs as reference time, tHH10,0 = 2004.82 (dotted vertical black
line). The blue dashed line and the blue-striped area indicate the results of a
linear regression fit and its 1σ error to the E+13 data points if we choose the
average of their observing epochs as reference time, tE13,0 = 2006.75 (dotted
vertical blue line). Our fit results from Table 1 for a carbon atmosphere model
with similar gravitational parameters (MNS = 1.647 M% and RNS = 10.33 km)
are marked with red star points (same NH in both epochs) and blue diamond
points (different NH in 2006 and 2012). For completeness, we also show the
2006 temperature by HH10. All errors in this plot are 1σ errors. In the lower
left corner, we show a typical 1σ temperature uncertainty for the cases of fixed
(left) and free, but tied (right) normalizations. See text for a detailed discussion.
(A color version of this figure is available in the online journal.)

modeled pile-up and the CTI correction in Graded mode are
unknown and cannot be assessed without directly comparable
observations.

The uncertainties in the temperature difference are relatively
large, in particular if we take into account the possible spread in
values due to the uncertainty in the ACIS filter contamination
(Tables 1 and 3, Figures 6, 7, and 16). Calculating the average
temperature change per year for our data, we obtain a range of
Ṫ from −1600 ± 3200 K yr−1 to −1800 ± 3200 K yr−1 (90%
confidence levels) for varying NH, fixed N , and considering a
±10% uncertainty in the optical depth of the ACIS contaminant
(Tables 1 and 3). If one sets NH to be the same in the
observing epochs, Ṫ ranges from −2500 ± 2000 K yr−1 to
−3800 ± 2000 K yr−1 (90% confidence levels, fixed N ),
respectively, i.e., the yearly change is still considerably smaller,
and its error is larger than those found from the HH10 and E+13
results. Only for the same NH and 10% less contamination in
2012, the values barely overlap at the 90% confidence levels. If
we consider, however, the ranges at the 99% confidence levels,
all slopes overlap. Thus, we cannot firmly exclude a temperature
change on the order of what has been reported before by E+13
(or HH10), but the probability that this temperature change is
correct appears to be rather low.

The most likely reason of the discrepancy in Ṫ is the lower
quality of the data used by HH10 and E13, subject to strong
pile-up and other calibration issues (e.g., the effects of the
CTI cannot be reliably corrected for the Graded-mode data).
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statistically insignificant (e.g., !T4 = +6 ± 22, for different
NH and emission areas). An apparent ∼4% flux decrease can
be formally attributed to the decrease of the emitting area or of
the temperature for varying or tied emission areas, respectively.
However, the significance of the model flux decrease is below
the 3σ level.

The temperature and the (small) emission area are strongly
correlated, but the fits to the 2006 data and the 2012 data overlap
within their 68% confidence contours (Figure 15). Thus, the
bolometric luminosities of the hydrogen atmosphere models are
consistent within their errors as well (see Table 2).

In the case of the carbon atmosphere fits (Section 3.1.1 and
Table 1), the obtained best-fit temperature in 2012 is lower than
the one in 2006 if the normalizations are fixed or tied, but it is
higher if both normalizations are free fit parameters. Since the
statistical significance of the temperature drop over the time span
of 5.5 yr does not exceed 3σ (1σ in the case of varying NH, which
we consider more realistic), we can only estimate an upper limit
on the drop. As a conservative estimate, we define the upper
limit as the sum of the best-fit drop and its 90% uncertainty.
Such upper limits are in the range of −!T4 < 3.1 (the same
NH in both epochs, tied N ) and −!T4 < 2.7 (different NH, the
same fixed N in both epochs), for the default contamination.
The upper limit slightly increases if we include the additional
uncertainty of the contamination thickness (−!T4 < 3.2 for
contamination changes at the 10% level).

The question arises whether we can completely exclude—for
our time baseline and data—a temperature drop on the order
of what has been found by HH10 and E+13. HH10 reported an
overall surface temperature decrease of 3.6%±0.6% over a time
span of 9.8 yr. Using an enlarged data set and a CTI correction
in the Graded mode, E+13 found 3.5% ± 0.4% (from 2000 to
2010) and estimated an additional systematic uncertainty due to
the choice of their background as (+1.6%, −0.3%).

To obtain an average yearly temperature change rate from
the piled data points and the respective errors presented by
HH10, we performed a standard least-squares fit to a straight
line (e.g., Bevington & Robinson 2003), Teff = T0 + Ṫ (t − t0),
where t is the time and t0 the reference time. We chose the
average value of their covered time span as the zero-point
of the independent variable, t0 = 2004.816. We derived a
slope Ṫ = −7700 ± 1900 K yr−1 and an intercept T0 =
(207.9 ± 0.7) × 104 K (all errors indicate 90% confidence
levels, χ2

ν = 0.56 for ν = 3 dof), shown in yellow in
Figure 17. We followed the same approach for the data points
presented by E+13 and obtained Ṫ = −7700±1300 K yr−1 and
T0 = (210.1±0.6)×104 K (χ2

ν = 0.41 for ν = 5 dof), indicated
by blue stripes in Figure 17. For illustration, assuming constant
(time-independent) systematic shifts between the fit results of
the Graded mode data by HH10 and E+13 with respect to our
results, we shifted the straight-line fits by constant values in
such a way that the fit predictions at the time of our first epoch
are going through the value of our fit result.

Obviously, there are several systematic errors involved in
this simple comparison. The employed systematic shifts for
our linear-regression fits could be larger or smaller. In fact,
the systematic shift can be different for each observation, due
to the different locations of the target on the detector with
account for the spatial dependencies of the pile-up and ACIS
contamination. Taking these uncertainties into account, one can
expect larger error bars for any “shifted” data points, hence
the total uncertainty of any fit to these data will be larger. The
different contributions to the systematic errors from the poorly

Figure 17. Temperature change over time. The black crosses and blue asterisks
mark the temperatures and their 1σ errors as reported by HH10 (their
Table 1 and Figure 2) and E+13 (their Table 2), respectively. Their fit results were
derived from piled data telemetered in Graded mode, using carbon atmosphere
models (MNS = 1.648 M% and RNS = 10.3 km (HH10); MNS = 1.62 M%
and RNS = 10.19 km; E+13) with the same fixed NH for all observations. The
black dashed line and the yellow area indicate the results of a linear regression
fit and its 1σ error to the HH10 data points if we choose the average of their
observing epochs as reference time, tHH10,0 = 2004.82 (dotted vertical black
line). The blue dashed line and the blue-striped area indicate the results of a
linear regression fit and its 1σ error to the E+13 data points if we choose the
average of their observing epochs as reference time, tE13,0 = 2006.75 (dotted
vertical blue line). Our fit results from Table 1 for a carbon atmosphere model
with similar gravitational parameters (MNS = 1.647 M% and RNS = 10.33 km)
are marked with red star points (same NH in both epochs) and blue diamond
points (different NH in 2006 and 2012). For completeness, we also show the
2006 temperature by HH10. All errors in this plot are 1σ errors. In the lower
left corner, we show a typical 1σ temperature uncertainty for the cases of fixed
(left) and free, but tied (right) normalizations. See text for a detailed discussion.
(A color version of this figure is available in the online journal.)

modeled pile-up and the CTI correction in Graded mode are
unknown and cannot be assessed without directly comparable
observations.

The uncertainties in the temperature difference are relatively
large, in particular if we take into account the possible spread in
values due to the uncertainty in the ACIS filter contamination
(Tables 1 and 3, Figures 6, 7, and 16). Calculating the average
temperature change per year for our data, we obtain a range of
Ṫ from −1600 ± 3200 K yr−1 to −1800 ± 3200 K yr−1 (90%
confidence levels) for varying NH, fixed N , and considering a
±10% uncertainty in the optical depth of the ACIS contaminant
(Tables 1 and 3). If one sets NH to be the same in the
observing epochs, Ṫ ranges from −2500 ± 2000 K yr−1 to
−3800 ± 2000 K yr−1 (90% confidence levels, fixed N ),
respectively, i.e., the yearly change is still considerably smaller,
and its error is larger than those found from the HH10 and E+13
results. Only for the same NH and 10% less contamination in
2012, the values barely overlap at the 90% confidence levels. If
we consider, however, the ranges at the 99% confidence levels,
all slopes overlap. Thus, we cannot firmly exclude a temperature
change on the order of what has been reported before by E+13
(or HH10), but the probability that this temperature change is
correct appears to be rather low.

The most likely reason of the discrepancy in Ṫ is the lower
quality of the data used by HH10 and E13, subject to strong
pile-up and other calibration issues (e.g., the effects of the
CTI cannot be reliably corrected for the Graded-mode data).
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Measurement:	  	  	  Beam	  energy	  	  35	  A	  MeV	  –	  5.5	  A	  TeV	  
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  Collisions	  (Au,Au),	  	  (Sn,Sn)	  ,	  (Cu,Cu)	  	  	  
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  but	  also	  (p,p)	  for	  a	  comparison	  	  
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  Transverse	  and	  EllipKcal	  parKcle	  flow	  
	  
	  
CalculaKon:	  	  	  	  	  	  	  Transport	  models	  -‐-‐	  empirical	  mean	  field	  potenKals	  
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  Fit	  to	  data	  à	  energy	  density	  à	  P	  (ε)	  	  à	  the	  EoS	  
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  (extrapolaKon	  to	  equilibrium,	  zero	  temperature,	  	  
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  infinite	  maHer)	  
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  (e.g	  Danielewicz	  et	  al.,	  Science	  298,	  2002,	  Bao-‐An	  Li	  	  
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  et	  al.,	  Phys.Rep.	  464,	  2008)	  

Heavy	  Ion	  collisions:	  
	  
	  GSI,	  MSU,	  Texas	  A&M,	  RHIC,	  LHC	  	  	  	  	  	  	  	  	  	  exisKng	  
	  FAIR	  (GSI),	  NICA	  (Dubna,	  Russia)	  	  	  	  	  	  	  	  	  	  	  planned	  



(SOM)]. Different theoretical formulations
concerning the energy density would lead to
different pressures (that is, to different EOSs
for nuclear matter) in the equilibrium limit, in
these simulations, and in the actual collisions.

At an elapsed time of 3 ! 10"23 s in the
reaction, the central density (in Fig. 1b#) ex-
ceeds 3 $0. The corresponding back panel,
labeled (b), indicates a central pressure great-
er than 90 MeV/fm3 (1 MeV/fm3 % 1.6 !
1032 Pa; that is, 1.6 ! 1027 atmospheres).
These densities and pressures are achieved by
inertial confinement; the incoming matter
from both projectile and target is mixed and
compressed in the high-density region where
the two nuclei overlap. Participant nucleons
from the projectile and target, which follow
small impact parameter trajectories (at x,y &
0), contribute to this mixture by smashing
into the compressed region, compressing it
further. The calculated transverse pressure in
the central region reaches '80% of its equi-
librium value after '4 ! 10"23 s (Fig. 1c#)
and is equilibrated for the later times in Fig.
1. Equilibrium is lost at even later times, but
only after the flow dynamics are essentially
complete.

Spectator nucleons, which are those that
avoid the central region by following large
impact parameter trajectories (with large !x!
( 6 fm), initially block the escape of com-
pressed matter along trajectories in the reac-
tion plane and force the matter to flow out of
the compressed region in directions perpen-
dicular to the reaction plane (Fig. 1, b to d).
Later, after these spectator nucleons pass,
nucleons from the compressed central region
preferentially escape along in-plane trajecto-
ries parallel to the reaction plane that are no
longer blocked. This enhancement of in-
plane emission is beginning to occur to a
limited extent in Fig. 1e at this incident en-
ergy of 2 GeV per nucleon. This later in-
plane emission becomes the dominant direc-
tion at higher incident energies of 5 GeV per
nucleon, where the passage time is consider-
ably less. Thus, emission first develops out of
plane (along the y axis in Fig. 1) and then
spreads into all directions in the x-y plane.

The achievement of high densities and
pressures, coupled with their impact on the
motions of ejected particles, provide the sen-
sitivity of collision measurements to the
EOS. The directions in which matter expands
and flows away from the compressed region
depend primarily on the time scale for the
blockage of emission in the reaction plane by
the spectator matter and the time scale for the
expansion of the compressed matter near x &
y & z & 0. The blockage time scale can be
approximated by 2R/()cmvcm), where R/)cm is
the Lorentz contracted nuclear radius, and
vcm and )cm are the incident nucleon velocity
and the Lorentz factor, respectively, in the
center-of-mass reference frame. The block-

age time scale therefore decreases monoton-
ically with the incident velocity. The expan-
sion time scale can be approximated by R/cs

where cs % c*+P/+e is the sound velocity in
the compressed matter and c is the velocity of
light. The expansion time scale therefore de-
pends (via cs) on the energy density e and on
the nuclear mean field potential U according
to Eqs. 2 and 3 and the associated discussion.
This provides sensitivity to the density de-
pendence of the mean field potential, which is
important because uncertainties in the density
dependence of the mean field make a domi-
nant contribution to the uncertainty in the
EOS. More repulsive mean fields lead to
higher pressures and to a more rapid expan-
sion when the spectator matter is still present.
This causes preferential emission perpendic-
ular to the reaction plane where particles can
escape unimpeded. Less repulsive mean
fields lead to slower expansion and preferen-
tial emission in the reaction plane after the
spectators have passed.
Analyses of EOS-dependent observ-

ables. The comparison of in-plane to out-of-
plane emission rates provides an EOS-depen-
dent experimental observable commonly
referred to as elliptic flow. The sideways
deflection of spectator nucleons within the
reaction plane, due to the pressure of the
compressed region, provides another observ-
able. This sideways deflection or transverse
flow of the spectator fragments occurs pri-
marily while the spectator fragments are ad-
jacent to the compressed region, as shown in
Fig. 1b’ to 1d’. The velocity arrows in Fig.
1d’ and 1e’ suggest that the changes in the
nucleon momenta that result from a sideways

deflection are not large. However, these
changes can be extracted precisely from the
analysis of emitted particles (31). In general,
larger deflections are expected for more re-
pulsive mean fields, which generate larger
pressures; and conversely, smaller deflec-
tions are expected for less repulsive ones.

In terms of the coordinate system in Fig.
1, matter to the right (positive x) of the
compressed zone, originating primarily from
the projectile, is deflected along the positive x
direction; and the matter to the left, from the
target, is deflected to the negative x direction.
Experimentally, one distinguishes spectator
matter from the projectile and the target by
measuring its rapidity y, a quantity that in the
nonrelativistic limit reduces to the velocity
component vz along the beam axis (35). For
increasing values of the rapidity, the mean
value of the x component of the transverse
momentum increases monotonically (12, 14–
16, 31). Denoting this mean transverse mo-
mentum as ,px( and corresponding trans-
verse momentum per nucleon in the detected
particle as ,px/A(, we find that larger values
for the pressure in the compressed zone, due
to more repulsive EOSs, lead to larger values
for the directed transverse flow F defined
(12) by

F !
d-px/A.

d/ y/ycm0
"

y/y
cm ! 1

(4)

where ycm is the rapidity of particles at rest in
the center of mass and A is the number of
nucleons in the detected particle. (F can be
viewed qualitatively as the tangent of the
mean angle of deflection in the reaction
plane. Larger values for F correspond to larg-

Fig. 1. Overview of
the dynamics for a
Au 1 Au collision.
Time increases from
left to right, the cen-
ter of mass is at r% 0,
and the orientation of
the axes is the same
throughout the figure.
The trajectories of
projectile and target
nuclei are displaced
relative to a “head-
on” collision by an im-
pact parameter of b %
6 fm (6 ! 10"13 cm).
The three-dimensional
surfaces (middle pan-
el) correspond to con-
tours of a constant
density $ ' 0.1 $0. The magenta arrows indicate the initial velocities of the projectile and target
(left panel) and the velocities of projectile and target remnants following trajectories that avoid the
collision (other panels). The bottom panels show contours of constant density in the reaction plane
(the x-z plane). The outer edge corresponds to a density of 0.1 $0, and the color changes indicate
steps in density of 0.5 $0. The back panels show contours of constant transverse pressure in the x-y
plane. The outer edge indicates the edge of the matter distribution, where the pressure is
essentially zero, and the color changes indicate steps in pressure of 15 MeV/fm3 (1 MeV/fm3 %
1.6 ! 1032 Pa; that is, '1.6 ! 1027 atmospheres). The black arrows in both the bottom and the
back panels indicate the average velocities of nucleons at selected points in the x-z plane and x-y
planes, respectively.
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er deflections.) The open and solid points in
Fig. 2 show measured values for the directed
transverse flow in collisions of 197Au projec-
tile and target nuclei at incident kinetic ener-
gies Ebeam/A, ranging from about 0.15 to 10
GeV per nucleon (29.6 to 1970 GeV total
beam kinetic energies) and at impact param-
eters of b ! 5 to 7 fm (5 " 10#13 to 7 "
10#13 cm) (13–16). The scale at the top of
this figure provides theoretical estimates for
the maximum densities achieved at selected
incident energies. The maximum density in-
creases with incident energy; the flow data
are most strongly influenced by pressures
corresponding to densities that are somewhat
less than these maximum values.

The data in Fig. 2 display a broad maxi-
mum centered at an incident energy of about
2 GeV per nucleon. The short dashed curve
labeled “cascade” shows results for the trans-
verse flow predicted by Eq. 1, in which the
mean field is neglected. The disagreement of
this curve with the data shows that a repulsive
mean field at high density is needed to repro-
duce these experimental results. The other
curves correspond to predictions using Eq. 1
and mean field potentials of the form

U ! $a% " b%&)/[1'(0.4%/%0)&–1] ' (Up

(5)

Here, the constants a, b, and & are chosen to
reproduce the binding energy and the satura-
tion density of normal nuclear matter while
providing different dependencies on density
at much higher density values, and (Up de-
scribes the momentum dependence of the
mean field potential (28, 33, 34) (see SOM
text). These curves are labeled by the curva-

ture K § 9 dp/d%)s/% of each EOS about the
saturation density %0. Calculations with larger
values of K, for the mean fields above, gen-
erate larger transverse flows, because those
mean fields generate higher pressures at high
density. The precise values for the pressure at
high density depend on the exact form chosen
for U. To illustrate the dependence of pres-
sure on K for these EOSs, we show the
pressure for zero temperature symmetric
matter predicted by the EOSs with K ! 210
and 300 MeV in Fig. 3. The EOS with K !
300 MeV generates about 60% more pres-
sure than the one with K ! 210 MeV at
densities of 2 to 5 %0 (Fig. 3).

Complementary information can be ob-
tained from the elliptic flow or azimuthal
anisotropy (in-plane versus out-of-plane
emission) for protons (24, 25, 36). This is
quantified by measuring the average value
*cos2+,, where + is the azimuthal angle of
the proton momentum relative to the x axis
defined in Fig. 1. (Here, tan+ ! py/px , where
px and py are the in-plane and out-of-plane
components of the momentum perpendicular
to the beam.) Experimental determinations of
*cos2+, include particles that, in the cen-
ter-of-mass frame, have small values for the
rapidity y and move mainly in directions
perpendicular to the beam axis. Negative val-
ues for *cos2+, indicate that more protons
are emitted out of plane (+ - 90°or + -
270°) than in plane (+ - 0°or + - 180°), and
positive values for *cos2+, indicate the
reverse situation.

Experimental values for *cos2+, for in-
cident kinetic energies Ebeam/A ranging from
0.4 to 10 GeV per nucleon (78.8 to 1970 GeV
total beam kinetic energies) and impact pa-
rameters of b ! 5 to 7 fm (5 x 10#13 to 7 "
10#13 cm) (17–19) are shown in Fig. 4. Neg-
ative values for *cos2+,, reflecting a pref-
erential out-of-plane emission, are observed
at energies below 4 GeV/A, indicating that
the compressed region expands while the

spectator matter is present and blocks the
in-plane emission. Positive values for
*cos2+,, reflecting a preferential in-plane
emission, are observed at higher incident en-
ergies, indicating that the expansion occurs
after the spectator matter has passed the com-
pressed zone. The curves in Fig. 4 indicate
predictions for several different EOSs. Cal-
culations without a mean field, labeled “cas-
cade,” provide the most positive values for
*cos2+,. More repulsive, higher-pressure
EOSs with larger values of K provide more
negative values for *cos2+, at incident en-
ergies below 5 GeV per nucleon, reflecting a
faster expansion and more blocking by the
spectator matter while it is present.

Transverse and elliptic flows are also in-
fluenced by the momentum dependencies
(Up of the nuclear mean fields and the scat-
tering by the residual interaction within the
collision term I indicated in Eq. 1. Experi-
mental observables such as the values for
*cos2+, measured for peripheral collisions,
where matter is compressed only weakly and
is far from equilibrated (28), now provide
significant constraints on the momentum de-
pendence of the mean fields (21, 28). This is
discussed further in the SOM (see SOM text).
The available data (30) constrain the mean-
field momentum dependence up to a density
of about 2 %0. For the calculated results
shown in Figs. 2 to 4, we use the momentum
dependence characterized by an effective
mass m* ! 0.7 mN, where mN is the free
nucleon mass, and we extrapolate this depen-
dence to still higher densities. We also make
density-dependent in-medium modifications
to the free nucleon cross-sections following
Danielewicz (28, 32) and constrain these

Fig. 2. Transverse flow results. The solid and
open points show experimental values for the
transverse flow as a function of the incident
energy per nucleon. The labels “Plastic Ball,”
“EOS,” “E877,” and “E895” denote data taken
from Gustafsson et al. (13), Partlan et al. (14),
Barrette et al. (15), and Liu et al. (16), respec-
tively. The various lines are the transport the-
ory predictions for the transverse flow dis-
cussed in the text. %max is the typical maximum
density achieved in simulations at the respec-
tive energy.

Fig. 3. Zero-temperature EOS for symmetric
nuclear matter. The shaded region corresponds
to the region of pressures consistent with the
experimental flow data. The various curves and
lines show predictions for different symmetric
matter EOSs discussed in the text.

Fig. 4. Elliptical flow results. The solid and open
points show experimental values for the ellip-
tical flow as a function of the incident energy
per nucleon. The labels “Plastic Ball,” “EOS,”
“E895,” and “E877” denote the data of Gutbrod
et al. (17), Pinkenburg et al. (18), Pinkenburg et
al. (18), and Braun-Munzinger and Stachel (19),
respectively. The various lines are the transport
theory predictions for the elliptical flow dis-
cussed in the text.
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the
m

otion
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these
particles

by
predicting

the
tim

e
evolution

of
the

(W
igner)

one-body
phase

space
distribution

functions
f(r,p,t)

for
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particles,
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a
set
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B

oltzm
ann

equations
of

the
form
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p !*
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()
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#

()
r !*
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pf*
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(1)

In
this

expression,
f(r,p,t)

can
be

view
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the

probability
of

finding
a

particle,
at

tim
e

t,
w

ith
m

om
entum

p
at

position
r.

T
he

single-particle
energies

!
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E
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1
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given
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a
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e

by

!
$

K
E

+
U

(2)

w
here

K
E

is
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kinetic
energy

and
U

is
the

average
(m

ean
field)

potential,
w
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de-
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the
position

and
the

m
om

entum
of

the
particle

and
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self-consistently
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the
distribution

functions
f(r,p,t)

that
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E
q.1

(20,28).T
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particle
density

is
%(r,t)

!
,

dp
"

f(r,p,t);the
energy

density
e

can
be

sim
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com
puted

from
!

and
f(r,p,t)

by
carefully
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an

overcounting
of

po-
tential

energy
contributions.

T
he

collision
integral

I
on

the
right-hand

side
of

E
q.

1
governs

the
m

odifications
of

f(r,p,t)
by

elastic
and

inelastic
tw

o-body
col-

lisions
caused

by
short-range

residual
inter-

actions
(20,

28).
T

he
m

otions
of

particles
reflect

a
com

plex
interplay

betw
een

such
collisions

and
the

density
and

m
om

entum
dependence

of
the

m
ean

fields.E
xperim

ental
m

easurem
ents

(12–19,29–31),theoreticalin-
novations,

and
detailed

analyses
(10,

20–29,
32–34

)
have

all
provided

im
portant

insights
into

the
sensitivity

of
various

observables
to

tw
o-body

collisions
(29,

32)
and

the
density

and
m

om
entum

dependence
(28,

33,
34

)
of

the
m

ean
fields.

T
he

present
w

ork
builds

on
these

earlier
pioneering

efforts.
C
om
pression

and
expansion

dynam
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in
energetic

nucleus-nucleus
collisions.

C
ollision

dynam
ics
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im
portant

role
in

studies
of

the
E

O
S.

Several
aspects
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dynam
ics

are
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in
Fig.1

for
a

colli-
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o

A
u

nuclei
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an
incident

kinetic
energy
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2

G
eV

per
nucleon

(394
G

eV
).
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S
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the

flow
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particles
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axis.
T
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flow
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butgrow

s
w
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tim

e
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the
density
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pressure

gradients
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transverse
to
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pressure

can
be
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the
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lim
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by
taking

the
partial

deriv-
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energy
density

e
w
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(prim
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nucleon)

density
%

P
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%
2
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'% # $

s/%
(3)

at
constant

entropy
per

nucleon
s/%

in
the

colliding
system

.
T

he
pressure

developed
in

the
sim

ulated
collisions

(Fig.1)
is

com
puted

m
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from
the

pressure-stress
ten-
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T

ij,w
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is
the

nonequilibrium
analog

of
the

pressure
[see
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	  	  MSU,	  Texas	  A&M,	  RIKEN	  10-‐50	  MeV/A	  	  	  

Central	  A-‐A	  collision:	  
	  Strongly	  beam	  energy	  dependent	  
Beam	  energy	  	  <	  	  1GeV/	  A:	  
	  
Temperature:	  	  <	  50	  MeV	  
Energy	  density:	  	  ~	  1	  -‐2	  GeV/fm3	  
	  Baryon	  density	  <	  ρ0	  
Time	  scale	  to	  cool-‐down:	  	  10-‐22-‐24	  s	  
No	  neutrinos	  
	  
Strong	  InteracKon:	  	  (S,	  B	  and	  L	  conserved)	  
Time	  scale	  10-‐24	  s	  	  
	  
InelasKc	  NN	  scaHerings,	  	  	  	  	  
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  N,N*,	  Δ’s	  
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  LOTS	  of	  PIONS	  	  	  	  	  	  	  	  	  
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  strangeness	  
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  less	  important	  (kaons)	  
	  
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  ?	  EQUILIBRIUM?	  

	  Proto-‐neutron	  star:	  
	  (progenitor	  mass	  dependent)	  
~	  8	  –	  20	  solar	  mass	  
	  
Temperature:	  	  <	  50	  MeV	  
Energy	  density:	  	  ~	  1	  GeV/fm3	  
Baryon	  density	  ~	  2-‐3	  ρs	  
Time	  scale	  to	  cool-‐down:	  1	  -‐10	  s	  
Neutrino	  rich	  maHer	  	  
	  
Strong	  +Weak	  InteracKon:	  (B	  and	  L	  	  con)	  
Time	  scale	  10-‐10	  s	  
	  
Higher	  T:	  strangeness	  produced	  in	  
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  in	  weak	  processes	  
Lower	  T:	  freeze-‐out	  
	  
N,	  strange	  baryons	  and	  mesons,	  
NO	  PIONS,	  leptons	  
	  
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  ?EQUILIBRIUM?	  



Observation and experiment does not 
allow to constrain current theoretical 

models of high density matter�
�

Similar situation in low energy nuclear 
structure �

	  
Try models with parameters constrained 

by basic physical priciples �
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QCD	  inspired	  (Thomas)	   SchemaKc	  (Guichon)	  

History:	  
Original:	  	  Pierre	  Guichon	  (Saclay),	  	  Tony	  Thomas	  (Adelaide)	  1980’	  
Several	  variants	  developed	  in	  Japan,	  Europe,	  Brazil,	  Korea,	  China	  
Latest:	  	  	  	  	  	  WhiHenbury	  et	  al.	  arXiv:1307.4166v1,	  July	  	  2013	  

Main	  idea:	  	  	  
EffecKve	  model	  of	  the	  MEDIUM	  EFFECT	  on	  baryon	  structure	  and	  interacKons	  
Quark	  level	  –	  coupling	  between	  u	  and	  d	  quarks	  of	  non-‐overlapping	  baryons	  by	  
meson	  exchange	  -‐	  significantly	  simplifies	  as	  compared	  to	  nucleonic	  level.	  
	  

QUARK-‐MESON-‐COUPLING	  MODEL	  



1.   	  Take	  a	  baryon	  in	  medium	  as	  an	  MIT	  bag	  (with	  one	  qluon	  exchange)	  
	  	  	  	  	  	  	  immersed	  in	  a	  mean	  scalar	  field	  	  (NJL	  in	  progress)	  
	  
2.   Self-‐consistently	  include	  the	  effects	  of	  local	  couplings	  of	  the	  u	  	  
	  	  	  	  	  	  and	  d	  quarks	  to	  a	  scalar-‐isoscalar	  meson	  (σ)	  mean	  field,	  
	  	  	  	  	  	  generated	  by	  all	  the	  other	  hadrons	  	  in	  the	  medium,	  on	  the	  	  
	  	  	  	  	  	  internal	  structure	  of	  that	  hadron.	  	  
	  
3.   Calculate	  the	  effecKve	  mass	  of	  the	  baryon	  
	  
	  
	  
	  	  	  	  where	  gσN	  are	  CALCULATED	  coupling	  constants	  and	  wσB	  	  are	  	  
	  	  	  	  weighKng	  factors	  allowing	  using	  unique	  σ-‐N	  coupling	  for	  other	  
	  	  	  	  baryons.	  	  The	  modificaKon	  	  of	  the	  internal	  baryon	  structure	  is	  	  
	  	  	  	  the	  only	  place	  the	  quark	  degrees	  of	  freedom	  enter	  the	  model.	  	  	  	  	  	  	  	  
	  
	  	  	  	  	  	  	  
	  
	  
	  

	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  WHAT	  WE	  DO:	  
	  

 
MB

* = MB !w"Bg"N" + d
2
!w"B g"N"( )2



4.   Construct	  QMC	  Lagrangian	  on	  a	  hadronic	  level	  in	  the	  same	  	  	  
	  	  	  	  	  	  way	  as	  in	  RMF	  	  but	  using	  the	  effecKve	  baryon	  mass	  M*B.	  	  	  	  	  
	  	  	  	  	  	  and	  proceed	  to	  calculate	  standard	  	  observables.	  
	  
5.   Technically:	  	  Full	  (exchange)	  Fock	  term	  is	  included	  
	  	  	  	  (vector	  and	  tensor),	  and	  σωρπ	  mesons	  
	  
(For	  technical	  details	  see	  Whi6enbury	  et	  al.	  arXiv:1307.4166v1	  	  	  



Parameters	  (very	  liHle	  maneuvering	  space)	  :	  	  
	  
meson-‐quark	  coupling	  constants:	  

while the vector meson mean fields simply scale with either the total or isovector baryonic

density

ω̄ =

�

B

gωB
m2

ω

ρB , (20)

ρ̄ =

�

B

gρB
m2

ρB

I3BρB . (21)

For �F , shown in Eq. (16), the integrand has the form

Ξm
BB� =

1

2

�

s,s�

|ūB�(p�, s�)ΓmBuB(p, s)|2∆m(k) , (22)

where ∆m(k) is the Yukawa propagator for meson m with momentum k = p − p�
, and uB

are the baryon spinors. The integrands are presented in the Appendix.

The expression for total energy density is therefore dependent on just the three main

adjustable coupling constants, which control the coupling of the mesons to the two lightest

quarks, gqσ, g
q
ω, and gqρ for q = u, d (gsα = 0 for all mesons α). In addition, one has the

meson masses, the value of the cut-off parameter Λ appearing in the dipole form factors

needed to evaluate the Fock terms and finally the radius of the free nucleon. The σ, ω, and

ρ couplings to the quarks are constrained to reproduce the standard empirical properties

of symmetric (N=Z) nuclear matter; the saturation density ρ0 = 0.16 fm
−3
, the binding

energy per nucleon at saturation of E(ρ = ρ0) = −15.86 MeV as well as the asymmetry

energy coefficient aasym ≡ S0 ≡ S(ρ0) = 32.5 MeV [19] (see also Secs. III C).

The ω, ρ and π meson masses are set to their experimental values. The ambiguity in

defining the mass of the σ after quantising the classical equations of motion was explained in

detail in Ref. [12]. Here it is set to the value that gave the best agreement with experiment

for the binding energies of finite nuclei in a previous QMC model calculation [17], which

was 700 MeV. This is a common value taken for the sigma meson mass which is generally

considered in RMF models to be in the range 400–800 MeV.

The form factor cut-off mass, Λ, controls the strength of the Fock terms Eq. (10 - 12).

We considered a range of values; 0.9 GeV ≤ Λ ≤ 1.3 GeV, with the prefered value, as we

shall see, being 0.9 GeV. For simplicity we have used the same cutoff for all mesons. Since

the pion mass is much lower than that of the other mesons, we have confirmed that using a

lower cutoff for the pion does not significantly influence the results. This is not surprising

as Fock terms are expected to be more significant at higher density where we have found

that the pion does not contribute greatly.

9

Fixed	  to	  saturaKon	  density	  0.16	  fm-‐3,	  binding	  energy	  of	  SNM	  	  -‐16	  MeV	  
and	  the	  symmetry	  energy	  32.5	  MeV	  
	  
Meson	  masses:	  ω,	  ρ,	  π	  	  keep	  their	  	  physical	  values	  
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  σ	  	  =	  700	  MeV	  
	  
Cut-‐off	  parameter	  Λ	  	  (	  in	  form-‐factors	  in	  the	  exchange	  terms)	  
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  constrained	  between	  0.9	  and	  1.3	  GeV	  
	  
Free	  nucleon	  radius:	  	  1	  fm	  	  (limited	  sensiKvity	  within	  change	  +/-‐	  20%)	  
	  
All	  other	  parameters	  either	  calculated	  or	  fixed	  by	  symmetry.	  



WHAT	  WE	  GET:	  

1.	  Model	  formulated	  on	  quark	  level	  which	  can	  tackle	  fundamental	  issues	  
	  	  	  of	  	  nuclear	  structure	  within	  QCD	  that	  cannot	  be	  addressed	  by	  low-‐energy	  
	  	  	  nuclear	  theory	  alone.	  
	  
2.	  Scalar	  polarizability	  of	  the	  baryon:	  
	   MB

* = MB ! g"B" + d
2
g"B"( )2

Atoms:	  	  re-‐arrangement	  to	  oppose	  the	  effect	  of	  external	  field	  –	  	  	  
	  	  	  	  	  	  	  	  	  	  	  	  	  polarizaKon	  
	  
Nucleons:	  	  self-‐consistent	  response	  to	  the	  applied	  mean	  scalar	  field	  	  
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  tends	  to	  oppose	  that	  applied	  field.	  	  
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  Increase	  in	  the	  scalar	  field	  effecKvely	  decreases	  coupling	  of	  	  
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  the	  σ	  to	  	  an	  in-‐medium	  baryon	  	  à	  	  the	  baryons	  are	  source	  of	  	  
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  of	  the	  scalar	  field	  	  à	  saturaKon	  (equilibrium)	  will	  be	  reached.	  	  
	  
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  NATURAL	  EXPLANATION	  FOR	  SATURATION	  OF	  	  
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  NUCLEAR	  MATTER	  
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Hyperons 
 
•  Derive  N,  N,     effective forces in-medium   

  with no additional free parameters 
 

• Attractive and repulsive forces (  and  mean fields)  
both decrease as # light quarks decreases 
 

• NO  hypernuclei are bound! 
 

• Pb) 
 

• Nothing known about  hypernuclei – JPARC!  

P.	  A.	  M.	  Guichon,	  A.	  W.	  Thomas	  and	  K.	  Tsushima,	  Nucl.	  Phys.	  A	  814,	  66	  (2008).	  



Λ	  	  and	  Ξ	  hypernuclei	  in	  QMC:	  
P.	  A.	  M.	  Guichon,	  A.	  W.	  Thomas	  and	  K.	  Tsushima,	  Nucl.	  Phys.	  A	  814,	  66	  (2008).	  
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- and -Hypernuclei in QMC 

Predicts  – hypernuclei bound by 10-15 MeV 
  -PARC 

CalculaKon	  without	  addiKonal	  parameters	  

Predicts	  Ξ	  bound	  by	  10	  –	  15	  MeV	  	  (to	  be	  tested	  in	  JPARC)	  	  
Increasing	  	  split	  between	  Λ	  	  and	  Ξ	  masses	  with	  increasing	  density.	  
	  

___________________________________________________	  
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FIG. 6: (Color online) GBEM equation of state. Kinks occur at significant hyperon threshold

densities. The divergence between the standard QMC parameterization and the ‘Hartree Only’

and “Dirac Only” scenarios highlights the importance of the ρN tensor coupling in Hartree–Fock

at high density. The “Nucleon only” BEM EoS is added for a comparison.
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Pressure	  as	  a	  funcKon	  of	  energy	  density	  as	  predicted	  by	  QMC	  with	  hyperons	  

Onset	  of	  
hyperons	  



TABLE I: Coupling constants determined for the QMC model in our standard case (for which

Λ = 0.9 GeV, and Rfree
N = 1.0 fm) and variations in which differences from that standard parameter

set are indicated in column 1. Also shown are the saturation incompressibility, K0; stellar radius;

maximum stellar mass and corresponding central density (units ρ0 = 0.16 fm−3). In the ’Increased

fρN/gρN ’ scenario we arbitrarily take the ratios of tensor to vector couplings of all baryons from

the Nijmegen potentials (Table VII of Ref. [56]), where there is a larger value of fρN/gρN = 5.7.

Model gσN gωN gρ
K0 L R Mmax ρmax

c

(MeV) (MeV) (km) (M⊙) (ρ0)

Standard 10.42 11.02 4.55 298 101 12.27 1.93 5.52

Λ = 1.0 10.74 11.66 4.68 305 106 12.45 2.00 5.32

Λ = 1.1 11.10 12.33 4.84 312 111 12.64 2.07 5.12

Λ = 1.2 11.49 13.06 5.03 319 117 12.83 2.14 4.92

Λ = 1.3 11.93 13.85 5.24 329 124 13.02 2.23 4.74

R = 0.8 11.20 12.01 4.52 300 110 12.41 1.98 5.38

Fock δσ̄ 10.91 11.58 4.52 285 109 12.29 1.98 5.5

Increased fρN/gρN 10.55 11.09 3.36 299 101 12.19 1.93 5.62

Dirac Only 10.12 9.25 7.83 294 85 12.47 1.78 5.2

Hartree Only 10.25 7.95 8.40 283 88 11.85 1.54 6.0

Nucleon Only 10.42 11.02 4.55 298 101 11.64 2.26 5.82

43

________________________________________________________________	  

Stone,	  Stone	  and	  Moszkowski:	  accepted	  in	  PRC:	  	  	  250	  <	  K0	  <	  315	  MeV	  

Results:	  	  Cold	  neutron	  star	  
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QMC	  predicted	  composiKon	  of	  HD	  maHer	  (Y-‐N	  potenKals	  calculated)	  
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Figure 1: The composition of neutron star matter as a function of baryon density. Hyperons appear around 2n0. The
presence of the Σ hyperons depends crucially on the sign of the hyperon-nucleon potential, there are no Σ hyperons
present for a repulsive potential. Left plot: attractive Σ potential, right plot: repulsive Σ potential (see [13] for the details
of the model used).

of M < 1.4M! which is incompatible with observations. Hence, at high densities repulsive
interactions between hyperons and nucleons are important for the stability of neutron stars.

Modern many-body approaches use as input the two-body potentials as deduced from hyperon-
nucleon scattering data. For the Nijmegen soft-core hyperon nucleon potentials Vidana et al.
find that the maximum mass is only Mmax = 1.47M! which reduces to even Mmax = 1.34M!
when the hyperon-hyperon potentials are switched on [19]. Also Baldo et al. find values of
Mmax = 1.26M! even when including three-body nucleon interactions [18]. More recently
Schulze et al. [20] and Djapo et al. [26] confirm that Mmax < 1.4M! for modern microscopic (ab
initio) approaches. Hence, the neutron star equation of state gets too soft at high densities giv-
ing too low masses. Probably the underlying reason are missing three-body forces for hyperons
(YNN, YYN, YYY), which give additional repulsive contributions at high densities. If so then
it seems that neutron stars can not live without hyperon three-body forces. Certainly, here more
input is needed from hypernuclear physics by e.g. the study of light double hypernuclei in the
near future to extract the hyperonic three-body forces.

5. Maximum possible mass of neutron stars

There is another strange hadron with strong relations to the physics of the maximum possible
mass of neutron stars. Kaons produced subthreshold in heavy-ion experiments can serve as a
messenger of the high-density zone created in the collision. Kaons are produced by associated
production e.g. via NN→ NΛK, and NN→NNKK in elementary proton-proton collisions. In
the medium, i.e. in heavy-ion collisions, rescattering processes open up as πN → ΛK, πΛ →
NK from produced pions which have a lower q-value and are therefore able to pump up the
kaon production rates substantially compared to the elementary pp-collisions. At subthreshold
bombarding energies of heavy ions the matter can be compressed up to 3n0. However, kaons have
a long mean-free path, they scatter elastically with nucleons and pions, only hyperons can absorb
them as kaons carry an antistrange quark. Hence, kaons can escape from the high density zone

J. Schaffner-Bielich / Nuclear Physics A 835 (2010) 279–286282

RMF	  with	  GM1	  interacKon	  empirical	  Y-‐N	  potenKals	  fiHed	  selfconsistently	  to	  data	  
	  
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  J.	  Schaeffner-‐Bielich,	  	  NPA	  835,	  279	  (2010)	  
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• Where analytic form of (e.g. H0 + H3 ) piece of energy 
   functional derived from QMC is: 

highlights  
scalar polarizability  

      ~ 4%        ~ 1% 

Paper II: N P A772 (2006) 1 (nucl-th/0603044)  

Guichon,	  Matevosyan,	  Sandulescu,	  Thomas,	  NPA	  772,	  1,	  2006	  

Density	  dependent	  force	  in	  a	  non-‐rela1vis1c	  approxima1on	  can	  	  
be	  derived	  form	  QMC.	  	  The	  Hamiltonian	  depends	  on	  QMC	  	  
coupling	  constants	  and	  polarizability	  d	  but	  has	  formally	  similar	  
structure	  to	  the	  Skyrme	  forces.	  

Applica1on	  to	  finite	  nuclei:	  



12 P.A.M. Guichon et al. / Nuclear Physics A 772 (2006) 1–19

with the weak isospin dependence employed in the relativistic mean field models, in which the
contribution of Fock (exchange) terms is neglected [22].

Starting from the QMC energy functional one can easily derive the corresponding Hartree–
Fock (HF) equations. They have a form similar to the Skyrme–HF equations, apart from the
rearrangement term and the one-body spin–orbit interaction, which (as discussed above) have a
different density and isospin dependence. The HF equations were solved in coordinate space, fol-
lowing the method described in Ref. [12] and the Coulomb interaction was treated in a standard
way—i.e., the contribution of its exchange part was calculated in the Slater approximation. The
calculations were performed for the doubly magic nuclei 16O, 40Ca, 48Ca and 208Pb. For defi-
niteness, the σ meson mass has been set to mσ = 700 MeV, as suggested by the comparison with
the SkM∗ interaction. At this point we recall that the QMC model is essentially classical because
both the position and velocity of the bag are assumed known in the energy expression (3). The
quantization then leaves some arbitrariness in the ordering of the momentum dependent pieces
of the interaction. As pointed out in previous work [11], in the non-relativistic approximation
the difference between the orderings is equivalent to a change of about 10% in mσ . In this work
the ordering is fixed by the relativistic expression chosen for the operator K , Eq. (17). The non-
relativistic reduction then leads to an ordering which is not the same as in Ref. [11]. This is why
the σ meson mass that we use here is somewhat higher. Note that this ordering ambiguity is only
of concern in the case of finite nuclei. In uniform matter, which is the relevant approximation for
neutron stars, the problem does not exist.

The results for the binding energies and charge radii are shown in Table 3. The charge densities
are calculated with the proton form factor usually employed in the Skyrme–HF calculations [12].
From Table 3 one can see that QMC-HF gives results which are in reasonable agreement with
the experimental values. The agreement is not as good as that given by the recent Skyrme or
RMF models, but one should keep in mind that in these models the experimental values for the
binding energies and radii are included in the fitting procedure, which is not the case for the
QMC functional.

One also finds a similarly reasonable description for the spin–orbit splittings, shown in Ta-
ble 4. Since the isospin dependence in QMC-HF is stronger than in Skyrme–HF, one would

Table 3
Binding energy and radii calculated in QMC-HF, as described in the text

EB (MeV, exp) EB (MeV, QMC) rc (fm, exp) rc (fm, QMC)
16O 7.976 7.618 2.73 2.702
40Ca 8.551 8.213 3.485 3.415
48Ca 8.666 8.343 3.484 3.468
208Pb 7.867 7.515 5.5 5.42

Table 4
Comparison between the QMC and “experimental” spin–orbit splittings. Because the experimental splittings are no so
well known in the case of 48Ca and 208Pb, we give the values corresponding to the Skyrme Sly4 prediction

Neutrons (exp) Neutrons (QMC) Protons (exp) Protons (QMC)
16O, 1p1/2–1p3/2 6.10 6.01 6.3 5.9
40Ca, 1d3/2–1d5/2 6.15 6.41 6.00 6.24
48Ca, 1d3/2–1d5/2 6.05 (Sly4) 5.64 6.06 (Sly4) 5.59
208Pb, 2d3/2–2d5/2 2.15 (Sly4) 2.04 1.87 (Sly4) 1.74

Guichon,	  	  Matevosyan,	  Sandulescu,	  Thomas,	  NPA	  772,	  (2006)	  
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expect different values for nuclei with large isospin asymmetry. However, as can be seen from
Table 4, the differences are rather small. This is primarily because the spin–orbit splitting de-
pends on the product of the spin–orbit form factor and the corresponding single-particle wave
functions. Thus, if the wave functions are not strongly localised in the surface region, where
Wτ (r) is effective, the influence of the isospin dependence of Wτ (r) upon the splitting need not
be so significant.

In Figs. 1, 2 we show the proton and neutron densities calculated with the QMC model and
with the Sly4 Skyrme force [19]. In the proton case we also show the experimental values [23].

Fig. 1. Proton densities of the QMC model compared with experiment and the prediction of the Skyrme Sly4 force.

Fig. 2. Neutron densities of the QMC model compared with the prediction of the Skyrme Sly4 force.

QMC	  proton	  density	  distribuKon	  compared	  with	  experiment	  and	  Skyrme	  SLy4	  



	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
	  
	  	  QMC	  has	  a	  natural	  explanaKon	  for	  saturaKon	  of	  nuclear	  maHer	  and	  
	  	  in-‐medium	  effects	  through	  many-‐body	  forces	  
	  
	  	  	  It	  is	  not	  limited	  to	  nucleons	  but	  can	  be	  applied	  to	  hyperons	  
	  	  	  and	  CALCULATE	  interacKon	  of	  any	  hadron	  in	  nuclear	  medium	  
	  	  with	  NO	  ADDITIONAL	  parameters.	  
	  
	  	  	  Yields	  effecKve,	  density	  dependent	  Λ	  N,	  Σ	  N,	  Ξ	  N	  forces	  (not	  yet	  published)	  
	  	  	  with	  NO	  addiKonal	  parameters	  −	  reproduces	  known	  properKes	  of	  	  
	  	  	  hypernuclei	  
	  
	  	  	  	  Can	  be	  used	  to	  derive	  	  density-‐dependent	  effecKve	  force	  such	  as	  
	  	  	  	  the	  Skyrme	  force	  which	  performs	  well	  in	  finite	  nuclei	  
	  	  	  	  (HF+BCS	  QMC	  code	  for	  axially	  symmetric	  nuclei	  has	  been	  just	  developed	  
	  	  	  	  and	  	  is	  in	  a	  tesKng	  stage	  (with	  P.	  -‐	  G.	  Reinhard)	  
	  
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  BUT	  
	  
	  



	  	  	  	  	  	  	  	  	  	  	  	  IF	  QMC	  is	  as	  valid	  as	  we	  believe,	  it	  has	  to	  yield	  predicKons	  
consistent	  with	  results	  in	  other	  areas	  of	  nuclear	  physics	  and	  astrophysics	  
	  
FUTURE:	  EoS	  for	  supernova	  maHer	  	  (Chikako	  Ishizuka,	  Akira	  Ohnishi)	  
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  (QMC	  at	  finite	  temperature)	  
	  
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  StaKsKcal	  analysis	  of	  mass	  and	  radii	  of	  NS	  	  (Andrew	  Steiner)	  
	  
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  Projected	  shell	  model	  	  (Yang	  Sun	  in	  Shanghai)	  
	  
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  Ab-‐iniKo	  calculaKon	  of	  light	  nuclei	  (Emiko	  Hiyama	  at	  RIKEN)	  
	  
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  RotaKng	  neutron	  stars	  (Fridolin	  Weber	  +	  collaborators)	  
	  
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  +	  	  	  +	  	  	  +	  
	  
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  SUGGESTIONS	  WELCOME	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
	  
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  



	  SUMMARY	  
	  

I.	  	  We	  do	  not	  understand	  behaviour	  of	  hadrons	  in	  dense	  medium.	  
	  
II.	  Current	  models	  have	  limited	  predicKve	  power	  –	  they	  have	  too	  many	  
parameters	  and	  it	  is	  impossible	  to	  constrain	  them	  unambiguously	  
	  
III.	  Models	  are	  o�en	  adjusted	  to	  fit	  only	  a	  selected	  class	  of	  data	  well,	  
but	  	  they	  failure	  elsewhere	  is	  neglected	  .	  Such	  models	  cannot	  be	  right.	  	  
Even	  	  “minimal”	  models	  are	  of	  a	  limited	  use	  in	  a	  	  broader	  context.	  
	  
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  POSSIBLE	  SOLUTION?	  
	  
Evaluate	  basic	  assumpKons	  of	  each	  models	  and	  regions	  of	  applicability	  
Focus	  on	  models	  with	  INDIVIDUAL	  parameters	  constrained	  by	  physics	  
Microphysics	  is	  important!	  
	  

	  DATA	  LIMITED	  BY	  AVAILABLE	  TECHNIQUE	  –	  PHYSICS	  SHOULD	  BE	  
ADOPTED	  AS	  A	  CONSTRAINT	  
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Pressure	  in	  pure	  neutron	  maHer	  as	  calculated	  in	  different	  models	  
Le�	  panel:	  without	  3BF	  	  	  	  	  	  	  	  Right	  panel:	  the	  same	  but	  with	  3BF.	  
DBHF	  added	  in	  right	  panel	  [Tsang	  et	  al.,	  PRC	  86,	  015803	  (2012)]	  	  

QMC	  red	  solid	  
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Symmetry	  energy	  S	  (top)	  	  
and	  its	  slope	  L	  (boHom)	  
as	  a	  funcKon	  of	  baryon	  
number	  density	  
as	  calculated	  in	  QMC.	  
	  	  

Effect	  of	  the	  Fock	  term:	  
	  
Standard:	  vector	  +	  tensor	  
Dirac:	  vector	  
Hartree:	  no	  Fock	  term	  

Λ	  cut-‐off	  parameter	  of	  the	  form-‐factor	  
	  	  	  	  	  in	  the	  Fock	  term.	  
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FIG. 1: (Color online) Pure neutron matter energy per particle as a function of density as obtained

in the present work, in comparison with complete CEFT at N3LO order – for more details of the

latter, see Ref. [34].
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Pure	  neutron	  maHer	  energy	  per	  parKcle	  as	  a	  funcKon	  of	  density	  as	  
obtained	  in	  QMC,	  in	  comparison	  with	  complete	  CEFT	  at	  N3LO	  order	  
for	  more	  details	  of	  the	  laHer	  see:	  	  I.	  Tews,	  T.	  Krueger,	  K.	  Hebeler	  and	  A.	  
Schwenk,	  Phys.	  Rev.	  Le6.	  110	  (2013)	  032504	  
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Updated	  constraints	  Tsang	  et	  al.,	  PRC	  86,	  015803	  (2012)	  	  

will not be conserved. The transport theory was extrapolated to cold symmetric and pure

neutron matter, with the latter augmented by empirical symmetry pressure [42]. We show

in Fig. 3 the pressure versus density for SNM and PNM, as predicted in the QMC model.

In both cases our standard QMC model is consistent with the suggested constraints but at

the upper end of the preferred range.

C. Asymmetric nuclear matter

Our knowledge of asymmetric nuclear matter is rather limited, mainly because of a still

inadequate understanding of the symmetry energy which describes the response of forces

acting in a nuclear system with an excess of protons and neutrons. This is an important

property of highly asymmetric systems, such as heavy nuclei and the nuclear matter found

in neutron stars, and is defined as

S(ρ) = 1

2

∂2E

∂β2

��
ρ,β=0

, (29)

where S(ρ) is equal to the asymmetry coefficient in the Bethe–Weisacker mass formula in

the limit A → ∞ [26].

The definition of S(ρ) in Eq. (29) is related but not identical to the commonly used

approximation as the difference between the binding energy per baryon in PNM and SNM

S(ρ) = E(ρ, β = 1)− E(ρ, β = 0) , (30)

where the binding energy per baryon is

E =
1

ρ

�
�hadronic −

�

B

MBρB

�
. (31)

This difference approximation is valid under two assumptions: (i) E(ρ, β = 0) is a minimum

energy of the matter at a given density ρ and thus in the expansion of E(ρ, β) about this

value with respect to β the leading non-zero term is the second derivative term and (ii) all

the other derivatives in the expansion are negligible [43]. In this work we consider Eq. (30)

only to examine the validity of this approximation and to observe the impact of the Fock

terms, specifically the tensor contribution, upon the symmetry energy.

The density dependence of the symmetry energy can be expanded about its value at

saturation S0 in terms of the slope L, curvature Ksym and skewness Qsym (all evaluated at
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Nonetheless, with this simple quark-based model, remarkable agreement with a broad range

of experimental data has been obtained [29].

Having established the QMC model parameters, in the following section we calculate

properties of symmetric (SNM) and pure neutron (PNM) nuclear matter as well as matter

in beta-equilibrium (BEM). The latter consists of nucleons and leptons, while matter in

generalized beta-equilibrium (GBEM) contains the full baryon octet and leptons. Using the

derived EoS, we calculate the properties of cold neutron stars and make a comparison with

up-to-date experimental and observational data. We also examine the robustness of those

results on the limited number of parameters entering the model.

B. Infinite symmetric and pure neutron nuclear matter

A minimal set of saturation properties of symmetric nuclear matter, the saturation den-

sity, the binding energy per particle and the symmetry energy at saturation, were used to

fix the quark-meson coupling constants as described in Sec. III A. None of those proper-

ties is actually an empirical quantity, since they are not measured directly but extracted

from experiments or observations in a model dependent way. However, there is a general

consensus that all meaningful theories of nuclear matter should reproduce these quantities

correctly. Moreover, other properties of both symmetric and pure neutron matter, derived

from derivatives of the energy per particle with respect to particle number density, together

with their density dependence, can be compared to empirical data to further test the theo-

ries. These include the pressure, incompressibility (compression modulus) and the slope of

the symmetry energy.

Let us define the hadronic energy per particle, E = �hadronic/ρ, where ρ is the total

baryonic density and define the following quantities as a function of ρ: The first derivative

of E provides an expression for baryonic pressure

P = ρ2
∂E

∂ρ
. (25)

The second derivative of E is the compression modulus or incompressibility

K = 9ρ2
�
∂2E

∂ρ2

�
. (26)
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